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SUMMARY

In aerodynamic shape optimization, the availability of multiple evaluation models of different precision
and hence computational cost can be efficiently exploited in a hierarchical evolutionary algorithm. Thus, in
this work the demes of a distributed evolutionary algorithm are ordered in levels, with each level employing
a different flow analysis method, giving rise to a hierarchical distributed scheme. The arduous task of
exploring the design space is undertaken by demes consisting the lower hierarchy level, which use a low-
cost flow analysis tool, namely a viscous–inviscid flow interaction method. Promising solutions are directed
towards the higher level, where these are further evolved based on a high precision/cost evaluation tool,
viz. a Navier–Stokes equations solver. The final, optimal solution is obtained from the highest hierarchy
level. At each level, metamodels, trained on-line on the outcome of evaluations with the level’s analysis
tool, are used. The role of metamodels is to allow a parsimonious use of computational resources by
filtering the poorly performing individuals in each deme. The entire algorithm has been implemented so
as to take advantage of a parallel computing system. The efficiency and effectiveness of the proposed
hierarchical distributed evolutionary algorithm have been assessed in the design of a transonic isolated
airfoil and a compressor cascade. Remarkable superiority over the conventional evolutionary algorithms
has been monitored. Copyright q 2006 John Wiley & Sons, Ltd.

Received 7 November 2005; Revised 16 March 2006; Accepted 20 April 2006

KEY WORDS: distributed evolutionary algorithms; hierarchical optimization; metamodels

∗Correspondence to: Kyriakos C. Giannakoglou, P.O. Box: 64069, Athens 157 10, Greece.
†E-mail: kgianna@central.ntua.gr
‡E-mail: mkk@mail.ntua.gr
§E-mail: dkoumbog@central.ntua.gr
¶Assistant Professor, Technological Educational Institute of Athens.
‖Associate Professor.

Contract/grant sponsor: Dassault Aviation
Contract/grant sponsor: A.S. Onassis Public Benefit Foundation

Copyright q 2006 John Wiley & Sons, Ltd.



456 M. K. KARAKASIS, D. G. KOUBOGIANNIS AND K. C. GIANNAKOGLOU

1. INTRODUCTION

Evolutionary algrorithms (EAs) are capable of providing a way to locate global extrema in difficult
multimodal optimization problems. However, in their conventional form this is achieved after a
high number of calls to the objective function has been performed. When the evaluation of the
objective function requires the numerical computation of fluid flow fields, especially by solving
the Navier–Stokes equations, the computational cost becomes prohibitive for industrial use.

The inherent ability of EAs to concurrently evaluate their population members can be exploited
in order to reduce the wall-clock time of the optimization process, provided a parallel computing
system is available. In addition, the search for the optimal solution becomes more effective, if
distributed EAs (DEAs) are employed. In DEAs, semi-isolated demes evolve concurrently and
regularly exchange information among each other via properly scheduled migrations [1–3].

A step forward in the direction of reducing the computational cost is to substitute approximate
models (metamodels) for the costly objective functions—which will be referred to as the exact
evaluation models, so as to make a clear distinction from the metamodels—as frequently as
possible during the evolution. Polynomial-based response surfaces [4, 5], statistical methods [6, 7],
artificial neural networks [8], including back-propagating multi-layer perceptrons [9, 10], radial-
basis function networks (RBFNs) [11, 12] and support vector machines [13], have proved to
be effective metamodels. Even though several comparisons of different metamodels are available
[11, 14–16], a clear conclusion is difficult to draw. This is due to several parameters that affect their
performance; among them, the most important are the number of design variables, the availability
of information to build the metamodel with and the noise residing in it.

A major distinction concerning the EA-metamodel combination is whether the construction of the
latter takes place off- or on-line with respect to the evolution. In the first case, a global metamodel
is constructed before the EA is launched and is exclusively used to evaluate the candidate solutions
generated by the EA [9, 17]. The ‘optimal’ solution may be fed back to increase the metamodel’s
resolution in the search space areas where the EA converges [10, 18–21]. A closer interaction
between the EA and the metamodel is obtained when the latter is constructed or updated during
the evolution. The metamodel construction is based on the outcome of previous evaluations using
the exact objective function. Either entire generations are regularly evaluated using the exact model
[7, 22], in order to control and improve the quality of the metamodel, or selected individuals in
each generation are exactly re-evaluated [23–26].

The present authors have proposed the on-line use of local metamodels as a filter to single out
the most promising individuals within each generation, through the so-called inexact pre-evaluation
(IPE) phase [27]. A dedicated local metamodel is constructed (trained) and then used to predict
the fitness of each newly appearing individual. Only for the individuals with the highest fitness,
as estimated by the metamodel, the exact objective function value needs to be computed. The
replacement of the exact evaluation tool by low-cost metamodels for the majority of the population
members in each generation reduces the total CPU cost of the resulting EA–IPE algorithm by
roughly one order of magnitude.

The metamodels and the exact model, combined as described above, can be perceived as forming
a two-level evaluation hierarchy, where only promising solutions propagate from the lower—
associated with the metamodel—to the higher and more precise analysis level. This hierarchy can
be further extended in cases where a physical process can be described by more than one analysis
models of different precision and consequently of different computing cost. This is the case of non-
(massively) separated flows in shape design problems. A viscous–inviscid interaction (V–II) model
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(e.g. an integral boundary-layer method coupled with an Euler equation solver for the external
flow through a suitable interaction scheme) gives reasonably accurate results at only a fraction of
time required for solving the Navier–Stokes (N–S) equations. For the final design, however, one
cannot trust but the N–S analysis. The purpose of this work is to combine multiple analysis tools,
when available, in a hierarchical, distributed optimization scheme.

In the proposed method, multiple EAs, each employing IPE to filter their proper individuals, are
combined to form the demes of a distributed EA, henceforth denoted by D(EA–IPE) [28]. Each
D(EA–IPE) forms an optimization level. Here, the lower level employs a V–II analysis method
as its ‘exact’ model. The higher one employs a N–S equation solver. The two levels regularly
exchange their best individuals, with the lower level exploring the design space and the higher
one mainly searching in the promising regions indicated by the former. The resulting hierarchical
distributed metamodel-assisted EA, HD(EA–IPE), markedly outperforms, in both efficiency and
effectiveness, even the EA–IPE scheme that uses exclusively the N–S equation solver.

A similar multi-level approach, though considerably simpler in implementation, has also been
presented in Reference [29]. In a completely different domain of application (flywheel design
optimization using a finite-element (FEM) evaluation model), Eby et al. [30] presents a method
with quite a few similarities to the present one. In Reference [30], an island genetic algorithm
is proposed, where demes are associated with different levels of resolution (plane stress or 3D
FEM or the same FEM with different number of degrees of freedom), hybridized also with local
search operators (simulated annealing and threshold accepting). An important difference, however,
between References [29, 30] and the present method is the additional use of metamodels, according
to the IPE concept, by the latter.

With respect to the method proposed in Reference [30] as well as other published works in
aerodynamics [31, 32], it should become clear that the hybridization with hill-climbing, i.e. any
optimization method, which could further improve the current best individual at each generation,
is beyond the scope of this paper. It is expected that such a hybridization may further improve the
demonstrated performance of HD(EA–IPE) but the latter is where this paper focuses on.

The hierarchical optimization algorithm is described in Section 2. The evaluation models and
metamodels used are presented in brief in Section 3. Finally, in Section 4, the proposed hierarchical,
distributed metamodel-assisted EA is applied to the design of an isolated transonic airfoil and a
compressor cascade.

2. HIERARCHICAL DISTRIBUTED OPTIMIZATION ALGORITHM

The proposed hierarchical optimization algorithm is formed by multiple levels of distributed EAs.
More information about the latter can be found in Reference [28]. At each level, the flow quantities
of interest are computed with a different tool, whose accuracy and computational cost increase
from the lowest to the highest level. The role of the lower levels is to explore the design space
with the minimum possible CPU cost and guide the higher ones to scrutinize particular areas
by modelling additional flow features, which cannot be described by the lower-level tools. The
optimal solution is obtained from the highest level, which employs the most accurate evaluation
tool. Apparently, at each level a single deme may equally be used.

Within each level, local metamodels are trained on the outcomes of evaluations carried out with
the level’s flow analysis tool (Figure 1). Metamodels are used for the IPE of the population members,
to predict the performance of new individuals appearing in each deme. The approximate fitness
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Figure 1. Models used at each of a two-level hierarchical optimization method.

values provided by the metamodels allow the selection of the most well performing individuals,
to be re-evaluated with the level’s exact flow analysis method. Therefore, the main task of the
optimization algorithm is the EA–IPE scheme [27, 33] (Figure 2), which is applied to each deme.
For the lower levels, the use of metamodels may be redundant, if the cost of training the metamodel
is comparable to that of performing the evaluation with the level’s software. This is not the case,
however, for the higher levels, where the cost of the flow analysis is expected to be high.

The distributed scheme within each level acts as if it were a normal D(EA–IPE) algorithm
[28] and the most important addition to HD(EA–IPE) is the inter-level communication. A level
agent coordinates the communication between demes, gathers the elite individuals from all of
them and distributes the individuals imported from adjacent levels to the demes. In particular,
after a predefined number of migrations between the level’s demes has been performed, the best
individuals from all of them are gathered and made available to the adjacent levels. The adjacent
levels are requested to provide their own elite members. For each level of the HD(EA–IPE) to
incorporate immigrants originating from its adjacent ones, these individuals must be evaluated
with the level’s proper flow analysis tool. It is important not to merge objective function values
computed through different flow evaluation tools, otherwise the selection process, which is crucial
to evolution, can easily be misled. An incoming individual from a lower level replaces an existing
one in a deme, only if it performs better than that. If a level consecutively fails to provide its
higher one with useful individuals, its evolution is terminated as well as that of its lower levels.
As soon as the inter-level communication has been accomplished, the demes’ evolution resumes.
The main communication steps are given in the block diagram of Figure 3.

The HD(EA–IPE) algorithm is implemented so as to take advantage of a multi-processor system.
The requests for evaluation with a specific flow analysis tool are addressed from all levels to a single
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Figure 2. Application of Inexact Pre-Evaluation (IPE) in a single-level, single-deme Evo-
lutionary Algorithm. To distinguish between the evaluation model and the corresponding

metamodel, the terms exact and inexact are used, respectively.

evaluation server, which assigns accordingly the available computing resources. The evaluation
results are stored in appropriate databases (DBs), one for each level. The DB entries of each level
are used for subsequent metamodel constructions (or updates). The operation of HD(EA–IPE) for
two hierarchy levels is schematically depicted in Figure 4. Two important practicalities of the
proposed HD(EA–IPE) are discussed below.

IPE for the immigrating individuals: In general, the number of individuals that emigrate from a
lower to a higher level can be large and they have necessarily to be evaluated with the analysis tool
of the host level. Assuming that the maximum number of calls to the high-fidelity flow analysis
code is set by the user, this extra evaluation cost deprives the highest level of a considerable
number of evolution generations. To alleviate this shortcoming, IPE can also be applied to the
incoming individuals. They all get an approximate objective function value through metamodels.
These values are sorted and only the best immigrants are re-evaluated with the host level’s analysis
tool.

Handling of constraints: The treatment of constraints in hierarchical optimization is particularly
important. In this work, the constraints are imposed via penalty multipliers, which increase the
original objective function value (assuming a minimization problem). There are two kinds of
constraints: those being independent of the flow (e.g. geometrical constraints) and those that depend
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Figure 3. Inter-level communication in a HDEA. Every level i communicates with its lower i − 1 and
upper one i + 1 in the hierarchy. The lowest level is denoted by i , while the highest by ī ; apparently,
i�i�ī . The boolean variable bw controls if i has to wait any of its adjacent levels to communicate with.

The signal to resume evolution comes from them, upon the end of communication.

on it (e.g. the flow exit angle from a compressor cascade or the lift coefficient of an isolated airfoil).
For the former the constraint value is the same in all levels; for the latter, however, an individual
that does not violate a constraint at a lower level may do so at a higher one. This happens quite
often during the early stages of the optimization process. Even though an incoming individual
violates a constraint, it certainly carries useful information. Therefore, at the beginning of the
optimization process a host level should be indulgent in the constraint violation for the individuals
emigrating from a lower level, either by ignoring the violation or by mildly penalizing it. This
indulgence, however, should decrease as the evolution advances.
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Figure 4. A two-level Hierarchical Distributed Evolutionary Algorithm implemented for parallel computing
systems. Each level has its own database and metamodels, which approximate the objective function as
modelled by the level’s ‘exact’ analysis tool. The metamodels are used in the context of IPE (Figure 2).

3. EVALUATION MODELS

In the applications that follow, the hierarchical optimization algorithm comprises two levels. In
the low level, a V–II analysis method is used as the exact evaluation tool. In the high level, a N–S
equation solver is employed. In both levels RBFNs are used as metamodels. A brief description
of these evaluation models is given below.

Viscous–inviscid flow interaction method: This method utilizes the MSES/MISES code for
external/internal aerodynamics. The underlying theory is thoroughly presented in References
[34, 35]. The Euler equations are discretized on a conservative streamline grid and are coupled
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to a two-equation integral boundary-layer formulation. Transition prediction is incorporated into
the viscous flow model. The entire discrete equation set is solved as a fully coupled nonlinear
system of equations, resulting in a particularly efficient code. Strong viscous–inviscid interactions
and limited flow separation are successfully dealt with.

Navier–Stokes equation solver: The N–S equation solver is based on a time-marching, vertex-
centred, finite volume method on unstructured grids with triangular elements. The two-dimensional
N–S equations or the quasi-three-dimensional ones with variable streamtube thickness for turbo-
machinery cascades are solved. The convective terms of the equations are discretized by means of
an upwind scheme (Roe flux difference splitting), while the computation of the diffusive ones is
based on the assumption of a linear distribution of the primitive variables within each triangular
element. Second-order accuracy in space is obtained through MUSCL extrapolation, while mono-
tonicity is guaranteed by means of appropriate limiters. Turbulence modelling is accomplished by
means of one- and two-equation models. More details on the description of the numerical method
and the implementation of turbulence models can be found in Reference [36].

Radial-basis function networks: A RBFN uses a single hidden-neuron layer to perform a two-
stage mapping: a nonlinear one from the design space to the hidden layer’s space and a second
linear one to the objective space. With appropriate selection of the RBF centres, the simplicity of
its architecture reduces its training to the solution of a linear algebraic system of equations or a
linear least-squares problem [8, 37]. RBFNs possess valuable properties for function approximation
[38] and, in the context of IPE, are used as local metamodels trained on a small subset of the
DB entries—those being adjacent to each new individual. This makes their training cost negligible
compared even to the cost of the V–II method. The training patterns can either be interpolated or
approximated, depending on the required network’s generalization capability [33].

4. APPLICATIONS

The following aerodynamic applications intend to compare the performance of the hierarchical
optimization algorithm not only with a conventional EA (single-level, single-deme) based exclu-
sively on the N–S solver but also with an EA assisted by metamodels to reduce the number of
calls to the N–S solver. Performance is measured by monitoring the fitness of the best solution
at the end of each high-level generation in terms of the total computational cost. The cost unit
stands for the CPU cost of a call to the software that solves the N–S equations to compute the
objective function value. It should be noted that, in all applications, the SST variant of the k–�
turbulence model has been used along with the Venkatakrishnan limiter to enforce monotonicity
in the second-order accurate Roe scheme of the N–S solver. The CPU cost of the calls to the V–II
code, measured in cost units, is also taken into account. The RBFN training cost is negligible
compared to the aforementioned and, thus, ignored.

The airfoil shapes are parameterized with two NURBS curves, separately for the pressure (PS)
and suction sides (SS). For all test-cases, geometrical and aerodynamic constraints are imposed via
penalty multipliers. The same geometrical constraints apply to both test-cases and are concerned
with: (a) the maximum airfoil thickness, (b) the airfoil thickness at 80% of the chord, (c) the
curvature of PS/SS at the leading edge (LE), (d) the angle between the first PS/SS control points
and the LE, (e) the angle between the first PS control point and the chord. Constraints (c)–(e) aim
at ensuring acceptable performance at off-design flow conditions. Robust design methods would
allow to dispense with them but this is out of the scope of the present paper. Due allowance must be
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Table I. A well performing configuration of the Hierarchical Distributed Meta-
model-Assisted EA, common to all applications. In a generalized (�, �)-EA, � and

� stand for the parent and offspring population sizes, respectively.

High level Low level
(N–S solver) (V–II method)

Intra-level communication (D(E A − I PE))
Number of demes 2 3
Size of each deme (�= �=) 40 30
Migration frequency (generations) 4 4
Migration rate (individuals) 2 2
Exact re-evaluations after IPE 10% 10%

Inter-level communication
Migration frequency (total generations) 8 120
Elite individuals imported for the first time 30 6
Elite individuals imported otherwise 10 6
Exactly evaluated immigrants 50% 100%

made for the aerodynamic constraints, which depend on the outcome of the analysis software. At
the beginning of evolution and until about half of the projected maximum number of generations,
the high level is indulgent in them for the individuals coming from the lower level.

The number of elite individuals imported to the N–S equation solving level for the first time is
set to a high value in order to quickly take advantage of the progress made at the low level. The
basic HD(EA–IPE) configuration, common to all applications, is shown in Table I. The tabulated
values stand for a well performing configuration for aerodynamic shape optimization problems.
It is by no means unique but it proved to be adequate, even with some modifications, in a series
of similar studies undertaken by the authors. It is reasonable that the user’s experience on tuning
single-deme, single-level EAs (i.e. setting the parent and offspring population sizes, etc.) can be
transferred to HDEAs.

4.1. Design of a transonic isolated airfoil

The first case aims at the design of an isolated airfoil with minimum drag, operating at transonic
flow conditions and yielding a prescribed lift coefficient. The flow conditions and the lift coefficient
are (after Reference [39]): Re= 6.5× 106, M∞ = 0.73, �∞ = 3.19◦ and cl = 0.764. At these flow
conditions, the drag coefficient of the reference airfoil (RAE 2822) is cd = 0.0128, as computed
by the N–S code. The targeted cl is set as aerodynamic constraint. The maximum airfoil thickness
should exceed 11% of the chord.

The convergence history is plotted in Figure 5. The superiority of the HD(EA–IPE) scheme
is clear over conventional and single-level, single-deme metamodel-assisted EAs. The solution
obtained with a CPU cost equivalent to approximately 1000 calls to the N–S equation solver is
illustrated in Figure 6. In this problem, the CPU cost of evaluating a candidate solution with the
V–II method is ∼ 1/10 of that of the N–S solver.

The conventional EA requires approximately 6160min of CPU time (on an Intel Pentium 4
processor) to reduce cd by 22.5%. With HD(EA–IPE) the same reduction in cd is achieved in
1540min and the drag of the optimal airfoil is reduced by 34.2% compared to the reference one.
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variants employ exclusively a Navier–Stokes equation solver.
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Figure 6. Transonic airfoil: The optimal shape obtained by HD(EA–IPE) at a cost
equivalent to 1000 calls to the N–S equation solver compared to the reference
airfoil: (a) optimal and reference airfoil profiles, NURBS control points and their
bound boxes. The control points, whose weights were free to vary, are marked
with a ‘w’; and (b) Cp distribution of the optimal (cd = 0.00846, cl = 0.765) and

reference (cd = 0.0128, cl = 0.764) profiles.

The contribution of the low level can be quantified by the rank the best individual immigrating
to the high level obtains in its population, after having been evaluated with the N–S solver. This
rank is plotted in terms of the number of generations, at which the inter-level communication
occurs, in Figure 7(a) for the first deme. The contribution is more important (e.g. rank 0 means
that the immigrant is better than the best in the host population) at the early generations. As the
evolution advances, this contribution decreases, since the additional flow phenomena captured by
the N–S solver yield an optimal solution different than that of the low level, based on the V–II
solver.
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are penalized with the violated constraints.
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4.2. Losses minimization of a compressor cascade

The second case aims at the design of a controlled diffusion compressor cascade, operating at
M1 = 0.618, Re= 8.41× 105, �1 = 47.0◦ (after Reference [40]). The objective is to minimize the
mass-averaged total pressure losses between inlet and outlet, �= (p01 − p02)/(p01 − p1), while
preserving flow turning (note that the flow exit angle is �2 = 20.2◦). The losses of the reference
cascade airfoil, computed by the N–S code, are �= 0.0187. The outlet flow angle is imposed as
an aerodynamic constraint. The minimum maximum airfoil thickness is constrained to 10% of the
chord.
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Figure 8. Compressor cascade: Convergence history. The evaluation cost unit is the
equivalent of the cost of solving the Navier–Stokes equations. The non-hierarchical

variants employ exclusively a Navier–Stokes equation solver.
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to 1000 calls to the N–S equation solver compared to the reference airfoil cascade:
(a) airfoil profile, NURBS control points and their bound boxes. The control points,
whose weights were free to vary, are marked with a ‘w’; and (b) Cp distribution of the

optimal design (� = 0.0144) superimposed on the reference one (� = 0.0187).
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The convergence history is plotted in Figure 8. In this case, the superiority of the HD(EA–IPE)
algorithm is even more pronounced since there is a better agreement between the N–S solver and the
V–II method results. The solution obtained with a computational cost equivalent to approximately
1000 calls to the N–S equation solver is illustrated in Figure 9. Here, the CPU cost of evaluating
a candidate solution with the V–II method is ∼ 1/80 of the N–S cost.

The conventional EA requires 9200 CPU min to reduce � by 5.9%. With HD(EA–IPE) a better
solution is obtained after only 1420 min and the total pressure losses of the final airfoil cascade
are reduced by 23.0%. A considerable difficulty in this test case is the particularly high number of
failed evaluations. A failure may be due to the inability to automatically generate the grid because
of a non-realistic geometry, inability of the flow analysis code to converge with the user-defined
CFL number after a prescribed number of iterations, the need of a different limiter due to local
grid peculiarities, etc.

5. CONCLUSIONS

When multiple models of different precision and hence computational cost are available, the orga-
nization of the demes of a DEA in hierarchy levels is beneficial in aerodynamic shape optimization
problems. In this work, a bi-level hierarchical DEA, employing a viscous–inviscid flow interaction
method in the low and a Navier–Stokes equation solver in the high level, has been applied to
two aerodynamic shape optimization problems. By assigning the computationally hard task of
exploring the design space to the lower level, considerable saving in computational resources is
achieved. By allocating the saved resources to the high level, so as to thoroughly evaluate and
further evolve the promising solutions coming from the low level, optimal solutions are obtained
with a considerable economy in CPU cost.

The use of metamodels within each level, being on-line trained on the outcome of evaluations
using the level’s exact flow analysis tool, contributes to noticeable additional reduction in compu-
tational cost. Through local metamodels, poorly performing individuals in each deme are filtered
out, without being further evaluated.

A marked improvement in both efficiency and effectiveness has been assessed in the design
of a transonic airfoil and a compressor cascade under flow and geometrical constraints. The
proposed hierarchical algorithm outperforms any other variant—including the single-level, single-
deme metamodel-assisted EA—that solely uses the Navier–Stokes equation solver.
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